키-프레임 기반 실시간 유체 시뮬레이션
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요 약

물리기반 유체 애니메이션 시스템들이 시각 특수효과 산업계에서 빠르게 발전하고 있고, 이를 이용해 매우 높은 화질의 영상을 제작하는 것이 가능하게 되었다. 그러나 컴퓨터 게임과 같은 실시간 응용 분야의 경우, 화질보다는 시뮬레이션 속도가 더 중요한 문제이다. 본 논문은 프로그래머블 그래픽스 파일드라인을 이용하여 유체에 대한 애니메이션을 수행하는 실시간 기법에 대해 설명한다. 두 개의 키-프레임이 주어졌을 때, 본 기법은 이용하여 원시 프레임으로부터 목적 프레임으로 변하는 연속 영상을 대화식으로 생성할 수 있음을 보인다.

Key-Frame Based Real-Time Fluid Simulations

Jihyun Ryu†, Sanghun Park‡

ABSTRACT

Systems for physically based fluid animation have developed rapidly in the visual special effects industry and can make very high quality images. However, in the real-time application fields such as computer game, the simulation speed is more critical issue than image quality. This paper presents a real-time method for animating fluid using programmable graphics pipeline. We show that once two key-frames are given, the technique can interactively generate a sequence of images changing from the source key-frame to the target.
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1. 서 론

연기, 화염, 물 등의 불규칙한 유체의 운동을 자연스럽게 표현함으로써 자연현상을 사실적으로 시뮬레이션 하는 것을 목표로 하는 물리기반 모델링(physical-based modeling) 관련 연구가 최근 몇 년간 컴퓨터 그래픽스와 컴퓨터 애니메이션에서 매우 중요한 분야로 활발하게 연구되고 있다. 현재까지 수행된 대부분의 연구 결과들은 유체의 움직임을 잘

표현해 주는 Navier-Stokes 방정식에 각 유체마다의 특성을 고려한 합수의 적절한 결합과 변형을 통해 새로운 미분방정식을 모델링하고 효율적인 끝이 기법을 개발하는 것을 기본으로 한다. 그러나 방정식의 비선형성으로 인해 해결하기 때문에 시간적 경제적 비용의 문제가 있기 때문에, 대부분의 연구는 수치적

정확성의 추구보다는 설계적이고 자연스러운 시뮬레이션의 제작을 목표로 진행되어 왔다. 대표적인 유체 시뮬레이션 관련 연구들은 다음과
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2003년에 Treuille 등은 유체의 셀, 최종 모양 등을 사용자가 임의로 더할 수 있는 시뮬레이션 방법을 소개하였고[5], 이 연구 결과는 사용자가 제어 가능한 유체 시뮬레이션 연구의 계기가 되었다. 그들은 사용자에 의해 지정된 밑도와 속도를 갖는 키-프레임(key-frame)을 정의하고, 이 키-프레임으로부터 시뮬레이션 영상을 추는 힘을 제어 변수로 메개변수를 이용하여 정의하였다. 그리고 정의된 힘을 최소화하면서 시뮬레이션의 결과가 목표하는 키-프레임에 수렴할 수 있도록 목적함수(objective function)를 만들고 이에 대한 최적화 문제를 해결하였다. 목적함수를 정의하고 최적화 하는 문제가 쉽게 아니다. 매우 대단한 양의 계산을 필요로 하기 때문에 실제 프로그램 구현에서는 사용하기에 적합하지 않는 단점을 가지고 있었지만, 이것은 최초로 발표된 제어 가능한 유체 시뮬레이션 연구 결과였다. 이론 시작으로 2004년 Fattal 등이 일반 시뮬레이션과 비슷한 비용, 속도로 수행 가능한 사용자 정의의 연구 시뮬레이션 연구 결과를 발표하였다[6].

이러한 물리기반 시뮬레이션은 현재 영화, 애니메이션과 같은 디지털 콘텐츠 분야에서 다양하게 이용되어 그 효용성이 실제로 입증되고 있다. 그러나 앞에서 언급한 바와 같이, 각 프레임을 계산하는데 필요한 계산 비용이 너무 크고 시뮬레이션 결과를 실시간 또는 대화식으로 예측할 수 없으며, 따라서 원하는 최종 시뮬레이션 결과 영상을 얻기까지 반복되는 모델링에 대한 검증과 제어 파라미터들의 설정에 많은 시간의 필요를 필요로 한다.

본 논문에서는 [6]의 연구 결과를 발전시켜 사용자가 도입하는 계시 시뮬레이션을 실시간으로 구현하는 것을 목표로 한다. 앞에서 설명한 관련 연구들은 모두 오프라인 렌더링(offline rendering) 기반의 접근 방법을 선택하고 있지만, 이와 별개로 효과적인 실시간 시뮬레이션 기법을 개발하기 위한 연구가 고성능 GPU(Graphics Processing Unit)를 기반으로 하는 실시간 렌더링(real-time rendering) 분야에서 활발하게 수행되고 있다[7-9]. 이 기법들은 프로그래머블 그래픽스 카이프라인(\textit{programmable graphics pipeline})의 버텍스 세이더(\textit{vertex shader})와 프레그먼트 셀다이(\textit{fragment shader})를 이용하여 복잡한 시뮬레이션 계산을 GPU가 아닌 GPU상에서 수행함으로써 연산 속도를 향상시키는 것을 목표로 한다. 실시간 시뮬레이션 결과 영상이 앞서 설명한 오프라인 렌더링 기법들에 의해 생성된 영상들에 비해 좋지 않은 것이 사실이지만, 최근 실시간 렌더링 핵심 기술은 기본으로 하는 컴퓨터 게임과 같은 실시간 응용 분야에서 본 논문의 연구 결과는 매우 효과적으로 활용될 수 있다.

2. 유체 시뮬레이션

2.1 문제 정의

앞서에서 언급한 바와 같이, 영기, 물, 폭 등의 자연현상을 모델링하는 대부분의 연구 결과들은 유체의 동적을 위한 수학적인 표현으로 다음과 같이 정의된 Navier–Stokes 방정식을 이용해 왔다.

\[
\rho \frac{\partial \mathbf{u}}{\partial t} = - \nabla p + \mu \nabla \cdot \nabla \mathbf{u} + \mathbf{f} \\
\n\n\n\n\begin{align*}
\n\n\n\end{align*}
\]

여기서, \( \mathbf{u}(x,t) \)는 위치벡터 \( x \)의 시간 \( t \)에서의 유
체의 속도장(velocity field)이라고, 이를 시간에 대해 미분한 것이 \( \frac{du}{dt} \)이다. 또한, \( p(x, t) \)는 유체의 압력, \( f \)는 유체의 움직임에 영향을 주는 외부부의 힘(중력, 부력 등)이다. 그리고 \( \rho \)는 유체의 밀도로서, 직관적으로 끈적이는 정도를 의미한다. 첫 번째 방정식은 운동방정식(momentum equation)이라 하며, 이는 유체를 구성하는 입자의 힘을 그 질량과 가속도의 곱에 비례한다는 뉴턴의 운동방정식으로부터 유도된다. 두 번째 방정식은 비압축성 유체의 조건인 질량보존 방정식(conservative equation, continuity equation)이다.

위의 Navier–Stokes 방정식은 표현하려는 대상이 기체인 경우(전체 균질성이 없는 경우, 즉 절도가 0인 경우) 다음과 같은 방정식으로 변형 가능하다.

\[
\begin{align*}
\vec{u}_t &= -\vec{u} \cdot \nabla \vec{u} - \frac{1}{\rho} \nabla p + \vec{f} \\
\nabla \cdot \vec{u} &= 0
\end{align*}
\]

이 비점성 유체방정식을 오일러 방정식(Euler equation)이라 부른다. 이 때, 밀도 \( \rho \)가 각 점에서 상수라는 것을 고려하면 위 편미분 방정식의 변수는 \( \vec{u} \)와 압력 \( p \)임을 알 수 있다.

본 논문에서는 외부력 \( \vec{f} \)를 제외한 유도력(driving force)\( \rho \vec{f} \)로 정의하고, 방정식의 해를 구하는 각 연산 단계의 속도를 향상시키기 위해 GPU의 프로그래머를 이용하였다. 이로 하여 사용자가 자유롭게 시뮬레이션을 실시간에 제공할 수 있도록 구현하였다.

2.2 수학적 기본개념

본 절에서는 모델링된 미분방정식의 풀이를 위해 필요한 몇 가지 수학적 개념을 정리한다. 다음과 미분연산자(differential operator)들은 벡터 혹은 스칼라에 정의되는 벡터해석(vector calculus)의 기본연산들이다.

2.2.1 그래디언트(Gradient: \( \nabla \))

그래디언트 연산은 이변수 이상의 스칼라함수에 정의되며 연산의 결과는 벡터이다. 예를 들어 3차원의 경우 \( \nabla f(x, y, z) = \left( \frac{\partial f}{\partial x}, \frac{\partial f}{\partial y}, \frac{\partial f}{\partial z} \right) \)으로 이동한다.

2.2.2 발산(Divergence: \( \nabla \cdot \))

발산 연산자는 벡터에 대해 정의되는 것으로 연산 결과는 스칼라이다. 이는 어떤 지점에서 모든 방향에 대한 물리량의 합을 의미하는 것으로, 발산 연산자를 압축 벡터에 적용하여 특정 지점을 통과하는 모든 압축 벡터의 합을 의미한다. 본 논문에서 다루는 비압축성(incompressible) 유체의 경우 속도벡터에 대한 발산 연산의 결과가 0이 된다는 질량보존 방정식을 제공한다. 연산의 정의는 3차원 속도벡터 \( \vec{w} = (u, v, w) \)의 경우, \( \nabla \cdot \vec{w} = \nabla \cdot (u, v, w) = \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} + \frac{\partial w}{\partial z} \) 이고, 이는 그래디언트 연산자와 벡터함수의 내적이므로 다음과 같이 표현하기도 한다.

\[
\nabla \cdot \vec{w} = \left( \frac{\partial w}{\partial x}, \frac{\partial w}{\partial y}, \frac{\partial w}{\partial z} \right) \cdot \left( \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} + \frac{\partial w}{\partial z} \right)
\]

이 경우, 유체차분방정식은 다음과 같다.

\[
\nabla \cdot \vec{u} = \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} + \frac{\partial w}{\partial z} = \frac{\partial (u + v + w)}{\partial x} + \frac{\partial (u + v + w)}{\partial y} + \frac{\partial (u + v + w)}{\partial z}
\]

2.2.3 회전(Curl: \( \nabla \times \))

회전 연산자는 특정 지점에서 얼마나 많은 회전이 일어나는지에 대한 적도이다. 이는 일반적으로 벡터 함수에 정의되는 연산으로 그 결과는 다음과 같이 표현되는 벡터이다.

\[
\nabla \times \vec{u} = \nabla \times (u, v, w) = \left( \frac{\partial w}{\partial y} - \frac{\partial v}{\partial z}, \frac{\partial u}{\partial z} - \frac{\partial w}{\partial x}, \frac{\partial v}{\partial x} - \frac{\partial u}{\partial y} \right)
\]

다만, 2차원 함수인 경우 벡터함수와 스칼라함수인 경우에 해당되는 두 가지 방법으로 회전 연산을 정의한다. 먼저, 벡터함수 \( \vec{u} = (u, v) \)에 회전 연산을 정의할 경우 외적을 사용할 수 없으므로 \( \vec{u} = (u, v, 0) \)으로 확장하여 정의한다. 즉, \( \nabla \times \vec{u} = \nabla \times (u, v, 0) = \left( \frac{\partial w}{\partial y}, -\frac{\partial w}{\partial x} \right) \)이 되어 연산의 결과가 스칼라임을 알 수 있다. 다음으로 2차원 스칼라함수 \( w = w(x, y) \)에 대한 회전 연산
은 \( w = (0, 0, w) \) 에 대하여 \( \nabla \times w = \nabla \times (0, 0, w) = \left( \frac{\partial w}{\partial y}, -\frac{\partial w}{\partial x}, 0 \right) \)로 정의한다.

2.2.4 라플라시안 (Laplacian: \( \nabla^2 (\nabla \cdot \nabla) \))

일반적으로 그레디언트 연산의 결과에 발생 연산을 적용한 결과를 말한다. 즉, 3차원의 경우 스칼라함수 \( f(x, y, z) \) 에 대하여, 다음의 결과를 얻는다.

\[
\nabla \cdot \nabla f(x, y, z) = \nabla \cdot \left( \frac{\partial f}{\partial x} \nabla x + \frac{\partial f}{\partial y} \nabla y + \frac{\partial f}{\partial z} \nabla z \right) = \frac{\partial^2 f}{\partial x^2} + \frac{\partial^2 f}{\partial y^2} + \frac{\partial^2 f}{\partial z^2}
\]

이 경우, 유한차분법식은 다음과 같다.

\[
\nabla^2 f = \frac{f_{i,j,k+1} - 2f_{i,j,k} + f_{i,j,k-1}}{2\Delta x} + \frac{f_{i+1,j,k} - 2f_{i,j,k} + f_{i-1,j,k}}{2\Delta y} + \frac{f_{i,j+1,k} - 2f_{i,j,k} + f_{i,j-1,k}}{2\Delta z}
\]

특히, \( \Delta x = \Delta y = \Delta z \) 인 경우는 위 수식은 아래와 같이 간단히 정리된다.

\[
\nabla^2 f = \frac{f_{i-1,j,k} + f_{i+1,j,k} + f_{i,j+1,k} + f_{i,j-1,k} + f_{i,j,k+1} + f_{i,j,k-1} - 6f_{i,j,k}}{2\Delta x}
\]

임의의 상수 \( a, b \)에 대하여, 라플라시안 연산이 포함된 방정식 \( a \nabla^2 f(x, y, z) = b \) 을 포아송 방정식 (Poisson equation)이라 부른다. 또한 \( b = 0 \) 인 경우, 즉 \( a \nabla^2 f(x, y, z) = 0 \)인 방정식은 라플라스 방정식 (Laplace equation)이라 한다. 이 방정식은 비압축성 유체의 가장 중요한 요소인 압력을 계산하는데 쓰이며, 해를 구하기 위한 수치 해석적 방법으로 자바비 반복법 (Jacobi iteration)이 일반적으로 이용되며, 속도 항상을 위하여 케래구배법 (conjugate gradient method)을 사용하기도 한다.

2.3 제어 유체 방정식 설계 및 풀이

일반적으로 기체를 표현하는 경우 앞에서 소개한 비정성, 비압축성 유체방정식인 오일러 방정식 (Euler equation)이 사용된다.

\[
u_t = -u \cdot \nabla u = \frac{1}{\rho} \nabla p + F
\]

\[
\nabla \cdot u = 0
\]

먼저 적절한 변형을 통하여 각 단계별 방정식의 풀이 과정을 소개한다.

2.3.1 Helmholtz-Hodge 분해 (decomposition)과 유체방정식의 변형

Helmholtz-Hodge 분해, 임의의 속도장 (velocity field) \( w \)가 질량보존장 (mass conserving field) \( u \)과 압력장 (pressure field) \( p \)의 그레디언트 벡터의 합으로 분해된다는 정리이다. 즉,

\[
u = u - \nabla p
\]

여기서 \( \vec{u} \)가 질량보존의 성질을 갖고 있어 \( \nabla \cdot u = 0 \)을 만족시키는 것을 이용하면 다음의 식을 얻는다.

\[
\nabla \cdot u = \nabla \cdot u + \nabla^2 p = \nabla \cdot \nabla^2 p
\]

이 방정식으로부터 임의의 벡터 \( \vec{w} \)와 압력 \( p \)에 대한 포아송 방정식을 풀고, 계산된 \( \vec{w} \)를 이용하여 무방사 (divergence free) 벡터 \( \vec{u} \)를 얻을 수 있다.

한편, \( \vec{w} \)는 벡터 \( \vec{u} \)의 사영 (projection) 벡터이므로 \( p = \vec{u} \cdot \nabla \cdot \vec{u} \)이고, 무방사 벡터 \( \vec{u} \)는 \( p = \vec{u} \cdot \nabla \cdot \vec{u} \)를 만족 하므로, \( F(u) = F(u - \nabla p) \)로부터 \( \nabla (\nabla^2 p) = 0 \)을 얻는다.\(^1\) 즉,

\[
u_t = F(- u \cdot \nabla u + F)
\]

\[
\nabla \cdot u = 0
\]

2.3.2 유도 힘 (driving force) 적용 단계

직관적으로 어떤 유체를 특정한 방향으로 움직이도록 하는 힘은 초기에 주어진 밀도장에서 각 시간간격마다 계산되어 목표 지점의 밀도장으로 향하도록 제어하는 것이다. 기체의 전성 방향을 제어하기 위하여 각 단계에서의 벡터는 목표 지점의 밀도의 그레디언트 방향을 향해야 하므로 비례식 \( F(\rho, \rho^*) \propto \nabla \rho^* \)를 만족해야 한다. 한편, 목표점상에 도달했을 때의 유도 힘 \( F \)는 그 지점에서의 그레디언트 벡터로 주어질 것이므로 다음의 식을 얻는다.

\[
F(\rho, \rho^*) = \rho \nabla \rho^* \rho
\]

이제 속도벡터(일반적으로 무방사 벡터가 아닐 수도 있는) \( u \)에 \( F \)를 더한다.

\[
u = u + F(\rho, \rho^*)
\]

2.3.3 속도에 대한 확산 (advection) 단계

유체의 속도벡터는 속도 자신과 밀도, 운도 등의 물리량을 이동시키는데, 이를 확산 (advection, con-
vector)이라 부른다. 유체 시뮬레이션에서 확산의 개념은 현재 격자(grid)에 위치한 파트클을 역 추적하여 이전에 있던 격자로부터 속도, 밀도, 온도 등의 정보를 얻어 현재 격자의 속도(혹은 밀도, 온도 등)를 새로 계산할 수 있다는 것이다. 속도 \( u \)에 대한 확산을 표현하는 수식은 다음과 같다.

\[ u(x, t + \Delta t) = u(x - u(x, t) \Delta t , t) \]

실제로 위의 식을 시간 \( t \)에 관하여 양변 편미분하면 다음과 같은 확산방정식을 얻는다.

\[ u_t = -u \cdot \nabla u \]

2.3.4 사영(projection) 단계

외부 흐름, 이동, 확산 등에 의해 계산된 값의 발산을 막기 위한 보정 단계로 오일러 방정식의 절강보존성을 Helmholtz-Hodge 문제를 이용해 속도에 관한 다음과 같은 하나의 식으로 표현할 수 있다.

\[ \nabla^2 p = \nabla \cdot u \]

일반적으로 이러한 형태의 방정식을 포야송 방정식이라 하며, 본 논문에서는 풀이가 쉽고 간결한 저코비 반복법으로 방정식의 해를 구하였다. 우선 확산 단계에서 얻은 속도를 이용하여 위 방정식을 풀어 압력을 구한다. 그리고 각 격자의 속도와 압력을 갱신하고 이웃한 격자 사이의 발산을 막기 위한 보정 과정을 되풀이 한다.

2.3.5 밀도에 대한 확산(advection) 단계

일반적으로 유체의 상태는 속도벡터 \( u \)와 밀도 \( \rho \)에 의해 결정된다. 밀도의 경우에도 속도에 관한 확산 과정에서의 값의 방법으로 아래 같은 밀도에 관한 확산 수식을 얻는다.

\[ \rho(x, t + \Delta t) = \rho(x - u(x, t) \Delta t , t) \]

실제로, 위의 식을 시간 \( t \)에 관하여 양변 편미분하면 다음과 같은 확산방정식을 얻게 된다.

\[ \rho_t = -u \cdot \nabla \rho \]

이 방정식은 밀도가 속도를 따라 움직인다는 것을 보여준다. (예를 들어, 연기의 바람을 붙어주면 바람의 방향을 따라 연기가 자연스럽게 움직이는 것을 볼 수 있다.) 전체 밀도장을 동일한 간격의 격자로 나누고 각 격자의 중앙에 주어진 밀도벡터를 이용하여 각 시간간격에서 위의 선형 미분방정식을 풀어 밀도벡터를 계산한다.

3. 실시간 시뮬레이션 구현

3.1 프로그래머블 쉐이더

최근 몇 년간 GPU의 성능과 기능에 많은 발전이 이루어졌으며, 더욱이 최근 상용화된 최신 그래픽스 프로세서들은 32비트 부동소수점 연산 기능뿐만 아니라 고급 프로그래밍 언어를 위한 컴파일러까지 지원하고 있는 수준이다. 전통적인 컴퓨터 그래픽스에서 GPU의 역할은 안티-에라리어링(anti-aliasing), 텍스쳐 제목(texture mapping), 다크핑 데이터의 실시간 렌더링 등에 국한되어 있었으나, 지속적인 기술발전에 힘입어 GPU들의 성능과 기능들은 CPU가 담당해야만 했던 일반적인 계산들조차도 GPU보다 더 빠르고 효율적으로 수행할 수 있는 수준에 이르게 되었다. 최근에 이르러 소프트웨어 개발자들은 GPU를 속도가 빠른 하나의 보조 프로세서로서 고려하고 이를 이용하여 (그래픽스와 관련되지 않는) 복잡한 문제들의 효과적으로 해결에 응용하고 있는데, 이를 GPGPU(General Purpose GPU)라 부른다. 이러한 응용들의 대부분은 GPU가 내재적으로 가지고 있는 병렬성과 벡터 처리 능력을 이용하는 것이다.10) 기존에 고정된 그래픽스 파이어프론트 구성의 달리, 최신 GPU가 제공하는 프로그래머블 그래픽스 파이프라인은 기본적으로 프로그래머블 벡터 프로세서와 프로그래머블 프레그먼트 프로세서를 포함하고 있으며, SIMD(Single Instruction, Multiple Data) 방식의 병렬 수행이 가능하도록 설계되었다.

프로그램을 쉐이더 개발에 이용되는 대표적인 프로그래밍 언어는 OpenGL, GLSL[11], NVIDIA의 Cg[12], Microsoft의 HLSL[13], University of Waterloo의 Sh[14]이며, 언어마다 문법적인 차이가 있지만 구현 가능한 벡터 쉐이더와 프레그먼트 쉐이더의 기능과 형태는 매우 유사하다. 본 구현에서는 Cg를 이용하였으며 시뮬레이션 프로그램의 특성상 벡터 쉐이더 사용없이 프레그먼트 쉐이더만으로 시스템을 구현하였다. 실제로 물리적 시뮬레이션에서 필요로 하는 (행렬 연산, 격자기반 연산과 같은) 다양한 일반적인 수학 심산들이 쉐이더를 사용하여
GPU에서 빠르게 수행 가능하며, 이와 관련된 GPGPU 연구가 최근 활발하게 수행되고 있다([15-18]). 특히, 실시간 유체 사물레이션을 위한 Cg 코드 구현은 [8]에 자세히 설명되어 있다.

3.2 실시간 알고리즘

그림 1은 본 논문에서 구현된 프로그램 스케일 로 설계된 실시간 사물레이션 알고리즘의 단계별 연산 과정을 보여준다. ① 개시 카-프레임(source key-frame)과 목적 카-프레임(target key-frame) 두 개를 입력으로 받아 완전 카-프레임에서 목적 카-프레임으로 변화하는 중간 애니메이션 프레임을 생성하는 기본 알고리즘은 [6]에서 소개한 CPU 기반의 오프라인 사물레이션 기법과 유사한 계산 과정으로 구성된다. 각 단계의 연산량의 수행속도 향상을 위해 적절한 프로그램 스케일을 설계하였고, 에디터 구현 과정에서 해결해야 할 다양한 문제들을 효과적으로 해결하여 오프라인 사물레이션에서는 불가능했던 실시간 에디터 기능을 추가할 수 있었다.

우선, 그림 1의 ①에서 ⑥까지의 연산 과정은 사물레이션 종료 전까지, 각 애니메이션 프레임에 대해서 반복적으로 수행되는 부분이다. 따라서 GPU 기반 프로그램에서 병목현상(bottleneck)의 가장 심각한 원인이 되는 데이터의 빠르고 복잡한 반복을 최소화 하는 것은 전체적인 성능 향상을 위한 매우 중요한 고려사항이다. 본 시스템의 구현에서는 렌더링 결과를 직접 텍스쳐 메모리로 저장하는 RTT(Render-To-Texture) 기법을 이용하여 이러한 메모리 복사 문제를 최소화하였다.[19]. 기존의 CTT(Copy-To-Texture) 기법에 기반을 두고 프로그램들이 텍스쳐 메모리를 통해 수행된 프로그램 메모리의 연산 결과를 프레임 버퍼에 저장했다가 다시 텍스쳐 메모리로 복사하는 비효율적인 메모리 복사량을 내부적으로 수행해야만 했다. 최신 GPU들이 RTT를 지원하게 됨으로써 일반 그래픽스 프로그램에서 렌더링 속도를 향상시킬 수 있게 된 것은 물론이고, 특히 GPGPU 분야에서 연산 속도의 증대 효과를 얻을 수 있게 되었다.

본 논문에서는 Cg 1.4.4와 NVIDIA SDK 9.5를 사용하여 프로그램 스케일을 구현하였으며, 전체 사물레이션 연산 가운데 스테이프 ①과 ②에 대한 Cg 프로그램 스케일은 그림 2와 3에서 확인할 수 있다. 특히, 예전에 구현할 수 없었던 프로그램 스케일 에디터 내에서 하파본문식이 최신 GPU에서는 가능해졌기 때문에, 스테이프 ①의 가우시안 필터링을 프로그램 스케일로 구현할 수 있었다(그림 1). 각 프로그램에서 해야 할 반복문(nested loop)을 수행해야 하는 필터링 스테이프는 CPU에서 수행할 수밖에 없다면, 본 사물레이션을 실시간으로 처리하는 것은 불가능하다.

4. 실험 결과

본 실험 유체 애니메이션 프로그램은 Intel Pentium D (3.0 GHz), 1GB RAM을 탑재한 병용 PC
4.1 기본 실시간 유체 시뮬레이션 프로그램

그림 4는 기-프레임 기반 유체 시뮬레이션 기법 개발의 선형 연구로 구현된 실시간 유체 시뮬레이션 프로그램의 수행과정을 캡처한 영상이다. 이 프로그램은 유체 흐름에 대한 계산과 적용 없이 단순히 사용자가 마우스로 원도우 화면을 클릭하고 드래그 하는 순간의 마우스의 움직임 벡터로부터 속도장을 생성하고, [2]에서 소개된 기본 연산 과정을 적용하여 유체의 흐름에 대한 일정의 변화를 반복적으로 디스플레이하도록 설계되었다. 본 프로그램은 256×256의 해상도에서 30 fps(framers per second) 이상의 속도로 렌더링 가능하다.

// Step 1: Gaussian Filtering \( \tilde{\rho} \rightarrow \rho \)
void GaussFilter() {
    half4 dNew: COLOR, // gaussian filtered density
    uniform half width, // radius of gaussian filter
    uniform samplerRECT k; // gaussian kernel

    half4 vSum = half4(0, 0, 0, 0);
    int i, j;

    for (i = -radius; i <= radius; i++)
        for (j = -radius; j <= radius; j++)
            vSum += half4texRECT(d, coords+half4(i, j)) * half4texRECT(k, half4(r+i, r+j));

    dNew.xy = vSum.xy;
    dNew.zw = 0.0;
}

// Step 2: Add Force \( F = \tilde{\rho} \times \nabla \rho \)
void MultiDens() {
    half4 f: COLOR, // driving force
    uniform samplerRECT d; // density field \( \tilde{\rho} \)

    half4 dd = half4texRECT(d, coords);
    half4 cc = half4texRECT(c, coords);

    f.xy = dd * cc.xy;
    f.zw = 0.0;
}

// Step 3: Add Force \( u = u + F \)
void AddForce() {
    half4 uNew: COLOR, // new velocity
    uniform half t;

    half4 u = half4texRECT(u, coords);
    half4 force = half4texRECT(f, coords);

    uNew = u + timestep * force;
    uNew.zw = 0.0;
}

그림 2. Step 1 Gaussian Filtering 프로그램의 프로그램

그림 3. Step 2 Add Force 프로그램의 프로그램

에서 구현되었다. GPU로는 NVIDIA GeForce 6800 GT (256MB)가 사용되었다.
4.2 카-프레임 기반 시뮬레이션

그림 6, 7, 8은 본 논문에서 제안한 기법을 통해 수행된 256×256 해상도의 애니메이션 셀프 프레임을 보여주며, 해상도의 변화에 따른 시뮬레이션 속도 변화의 실험 결과는 표 1과 같다. 이 실험 결과로부터 영상의 해상도가 시뮬레이션 성능에 매우 중요한 요소로 작용한다는 사실을 확인할 수 있으며, 원시 카-프레임과 목적 카-프레임의 복잡도(image complexity)는 시뮬레이션 속도에 전혀 영향을 주지 않는다는 사실을 확인할 수 있다. 이것은 구현된 시뮬레이션 알고리즘의 모든 단계별 연산과 각 애니메이션 프레임이 GPU의 텐서쿼 묶음을 통한 SIMD 방식의 병렬 수행 구조를 기본으로 한다는 사실에 기인한다.

시스템 성능에 영향을 미치는 파라미터로 가우시안 커널의 반지름 크기를 생각할 수 있다. 이것은 시뮬레이션 결과 영상에 매우 민감하게 작용하는 파라미터이며, 본 실험에서는 최적의 결과를 얻을 수 있도록 반복적으로 수치를 조절하여 최적의 값을 선택하였다.

시뮬레이션 알고리즘에서 단계 ③의 사영(projection) 연산에서 \( \nabla^2 p = \nabla \cdot u \)로부터 \( p \)을 구하기 위한 수치해석적인 방법으로 자코비 반복법을 사용하였다. 사용자가 설정하는 자코비 반복 회수의 변화에 따른 시뮬레이션 속도를 측정한 결과는 표 2와 같다.

고화질 프레임 영상보다 렌더링 속도가 더 중요할 경우라면 반복 회수로 50 내외의 값을 사용하는 것으로 충분하지만, 속도가 조금 느리지더라도 더 나은 시뮬레이션 화질을 원한다면 반복 회수를 150 이상으로 설정해야 한다. 자코비 반복 회수가 애니메이션 프레임의 화질에 미치는 영향은 그림 5에서 확인할 수 있다. (a)는 스테이트의 초기화 과정에서 입력으로 주어진 목적 카-프레임이고, (b)와 (c)는 원시 카-프레임에서 출발해 알고리즘의 반복 스테이트를 거쳐 목적 카-프레임과 거의 가까운 상태로 변화된 프레임을 보여준 것이다. 이 때, 사용된 자코비 반복 회수는 (b)와 (c) 각각에 대해 150과 50이며, 반복 횟수가 많을수록 더 선명하고 좋은 화질의 영상을 얻을 수 있음을 확인할 수 있다.

<table>
<thead>
<tr>
<th>해상도</th>
<th>Graphics to Wave (그림 6)</th>
<th>Wave to Siggraph (그림 7)</th>
<th>Siggraph to 2006 (그림 8)</th>
<th>Elephant to Flower (그림 9)</th>
</tr>
</thead>
<tbody>
<tr>
<td>128×128</td>
<td>31.18</td>
<td>31.13</td>
<td>30.96</td>
<td>30.28</td>
</tr>
<tr>
<td>256×256</td>
<td>13.28</td>
<td>13.28</td>
<td>12.86</td>
<td>12.28</td>
</tr>
<tr>
<td>512×512</td>
<td>3.24</td>
<td>3.24</td>
<td>3.23</td>
<td>3.22</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>반복 회수</th>
<th>Graphics to Wave (그림 6)</th>
<th>Wave to Siggraph (그림 7)</th>
<th>Siggraph to 2006 (그림 8)</th>
<th>Elephant to Flower (그림 9)</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>13.28</td>
<td>13.28</td>
<td>12.86</td>
<td>12.28</td>
</tr>
<tr>
<td>100</td>
<td>12.38</td>
<td>12.16</td>
<td>12.20</td>
<td>11.94</td>
</tr>
<tr>
<td>150</td>
<td>10.73</td>
<td>10.77</td>
<td>10.16</td>
<td>11.01</td>
</tr>
</tbody>
</table>

그림 5. 자코비 반복 회수의 변화에 따른 애니메이션 프레임 화질: (a) 입력된 목적 영상, (b) 반복 회수 = 150, (c) 반복 회수 = 50
그림 6. 애니메이션 프레임 (1): Graphics to Wave
그림 7. 애니메이션 프레임 (2): Wave to Siggraph
그림 8. 애니메이션 프레임 (3): Siggraph to 2006
그림 9. 애니메이션 프레임: Elephant to Flower
5. 결론 및 향후연구

본 논문에서는 컴퓨터 게임과 같이 실시간 렌더링이 필수적인 용용분야에서 활용될 수 있는 카-프레임 기반의 실시간 유체 시뮬레이션 기법에 대해 설명하였다. 기존의 CPU 기반 오프라인 유체 에니메이션 제작의 경우, 원하는 고화질의 결과 영상을 얻기 위해 복수 개의 파라미터들의 값을 변경시켜가며 수많은 시험착오와 반복을 통해 최적의 에니메이션 프레임들을 제작하기 때문에 매우 많은 시간을 필요로 했다. 반면 본 논문에서 제안한 프로그래머블 그래픽 스 파이어프라임을 이용한 실시간 유체 에니메이션 기 법은 파라미터 변경에 따른 에니메이션 영상의 변화를 실시간으로 확인할 수 있기 때문에, 비록 오프라인 기법들에 비해 화질은 멀어지지만, 에니메이션은 실시간에 제어할 수 있다는 장점을 갖는다.

개발된 방법이 실시간 응용에 효과적으로 이용될 수 있음을 보다 구체적으로 다음과 같은 한계를 갖고 있다. 우선, 실시간 결과를 통해 확인한 바와 같이, 해상도에 따라 시뮬레이션 속도의 차이가 크고 실시간 성능을 얻을 수 있는 해상도의 크기가 제한된다. 또한, 비디오 메모리 크기와 GPU 성능 제약으로 인해 유체 시뮬레이션을 3차원으로 확장하는데 한계를 갖는다. 그러나 그래픽스 하드웨어 기술의 발전 속도를 고려할 때, 이와 같은 문제는 향후 몇 년 내에 해결될 것으로 예상된다.

추후 연구로 본 논문에서 제시한 GPU 기반의 실시간 유체 에니메이션 제어 프로그램과 CPU 기반의 고화질 오프라인 에니메이션 프로그램을 연결한 동합 시스템을 구축할 예정이다. 이 시스템의 성공적으로 구현될 경우 사용자는 구현된 그래픽 사용자 인터페이스의 미리보기(pre-view) 영상을 통해 실시간으로 원하는 유체 에니메이션의 렌더링 파라미터들을 설정하고, 이를 통해 고화질 오프라인 프로그램을 구동함으로써 최종 에니메이션을 최소의 비용으로 제작할 수 있을 것이다.
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